
Examining and Learning from Complex Systems Failures 

Conventional wisdom blames “human error” for the majority of outages, but those failures are
incorrectly attributed to front-line operator errors, rather than management mistakes

By Julian Kudritzki, with Anne Corning

Data centers, oil rigs, ships, power plants, and airplanes may seem like vastly di掠藃erent entities,
but all are large and complex systems that can be subject to failure s—sometimes catastrophic
failure. Natural events like earthquakes or storms may initiate a complex system failure. But often
blame is assigned to “human error” —front-line operator mistakes, which combine with a lack of

in Executive

https://journal.uptimeinstitute.com/examining-and-learning-from-complex-systems-failures/
https://journal.uptimeinstitute.com/category/executive/
https://journal.uptimeinstitute.com/wp-content/uploads/2015/10/systemsfailures.jpg
https://journal.uptimeinstitute.com/
Anne
Text Box
PLEASE NOTE: This introduction was added by the Journal's editors. The article as I wrote it begins at the red subject header on the following page: "EXAMINING FAILURES"



appropriate procedures and resources or compromised structures that result from poor
management decisions.

“Human error” is an insu놕cient and misleading term. The front-line operator’s presence at the
site of the incident ascribes responsibility to the operator for failure to rescue the situation. But
this masks the underlying causes of an incident. It is more helpful to consider the site of the
incident as a spectacle of mismanagement.

Responsibility for an incident, in most cases, can be attributed to a senior management decision
(e.g., design compromises, budget cuts, sta掠藃 reductions, vendor selecting and resourcing)
seemingly disconnected in time and space from the site of the incident. What decisions led to a
situation where front line operators were unprepared or untrained to respond to an incident and
mishandled it?

To safeguard against failures, standards and practices have evolved in many industries that
encompass strict criteria and requirements for the design and operation of systems, often
including inspection regimens and certi鴐cations. Compiled, codi鴐ed, and enforced by agencies
and entities in each industry, these programs and requirements help protect the service user
from the bodily injuries or 鴐nancial e掠藃ects of failures and spur industries to maintain
preparedness and best practices.

Twenty years of Uptime Institute research into the causes of data center incidents places
predominant accountability for failures at the management level and 鴐nds only single-digit
percentages of spontaneous equipment failure.

This fundamental and permanent truth compelled the Uptime Institute to step further into
standards and certi鴐cations that were unique to the data center and IT industry. Uptime Institute
undertook a collaborative approach with a variety of stakeholders to develop outcome-based
criteria that would be lasting and developed by and for the industry. Uptime Institute¹s
Certi鴐cations were conceived to evaluate, in an unbiased fashion, front-line operations within the
context of management structure and organizational behaviors.

EXAMINING FAILURES
The sinking of the Titanic. The Deepwater Horizon oil spill. DC-10 air crashes in the 1970s. The
failure of  New Orleans’ levee system. The Three Mile Island nuclear release. The northeast (U.S.)
blackout of 2003. Battery 鴐res in Boeing 787s. The space shuttle Challenger disaster. Fukushima
Daiichi nuclear disaster. The grounding of the Kulluk arctic drilling rig. These are a few of the most
infamous, and in some cases tragic, engineering system failures in history. While the examples



come from vastly di掠藃erent industries and each story unfolded in its own unique way, they all have
something in common with each other— and with data centers. All exemplify highly complex
systems operating in technologically sophisticated industries.

The hallmarks of so-called complex systems are “a large number of interacting components,
emergent properties di놕cult to anticipate from the knowledge of single components, adaptability
to absorb random disruptions, and highly vulnerable to widespread failure under adverse
conditions (Dueñas-Osorio and Vemuru 2009).” Additionally, the components of complex systems
typically interact in non-linear fashion, operating in large interconnected networks.

Large systems and the industries that use them have many safeguards against failure and
multiple layers of protection and backup. Thus, when they fail it is due to much more than a
single element or mistake.

It is a truism that complex systems tend to fail in complex ways. Looking at just a few examples
from various industries, again and again we see that it was not a single factor but the compound
e掠藃ect of multiple factors that disrupted these sophisticated systems. Often referred to as
“cascading failures,” complex system breakdowns usually begin when one component or element
of the system fails, requiring nearby “nodes” (or other components in the system network) to take
up the workload or service obligation of the failed component. If this increased load is too great,
it can cause other nodes to overload and fail as well, creating a waterfall e掠藃ect as every
component failure increases the load on the other, already stressed components. The following
transferable concept is drawn from the power industry:

Power transmission systems are heterogeneous networks of large numbers of components that
interact in diverse ways. When component operating limits are exceeded, protection acts to
disconnect the component and the component  ”fails” in the sense of not being available…
Components can also fail in the sense of misoperation or damage due to aging, 鴐re, weather,
poor maintenance, or incorrect design or operating settings…. The e掠藃ects of the component
failure can be local or can involve components far away, so that the loading of many other
components throughout the network is increased… the 齧葓ows all over the network change
(Dobson, et al. 2009).

A component of the network can be mechanical, structural or human agent, as front-line
operators respond to an emerging crisis. Just as engineering components can fail when
overloaded, so can human e掠藃ectiveness and decision-making capacity diminish under duress. A



de鴐ning characteristic of a high risk organization is that it provides structure and guidance
despite extenuating circumstances —duress is its standard operating condition.

The sinking of the Titanic is perhaps the most well-known complex system failure in history. This
disaster was caused by the compound e掠藃ect of structural issues, management decisions, and
operating mistakes that led to the tragic loss of 1,495 lives. Just a few of the critical contributing
factors include design compromises (e.g., reducing the height of the watertight bulkheads that
allowed water to 齧葓ow over the tops and limiting the number of lifeboats for aesthetic
considerations), poor discretionary decisions (e.g., sailing at excessive speed on a moonless night
despite reports of icebergs ahead), operator error (e.g., the lookout in the crow’s nest had no
binoculars —a cabinet key had been left behind in Southampton), and misjudgment in the crisis
response (e.g., the pilot tried to reverse thrust when the iceberg was spotted, instead of
continuing at full speed and using the momentum of the ship to turn course and reduce impact).
And, of course, there was the hubris of believing the ship was unsinkable.
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Looking at a more recent example, the issue of battery 鴐res in Japan Airlines (JAL) Boeing 787s,
which came to light in 2013 (see Figure 1), was ultimately blamed on a combination of design,
engineering, and process management shortfalls (Gallagher 2014). Following its investigation, the
U.S. National Transportation Safety Board reported (NTSB 2014):

•   Manufacturer errors in design and quality control. The manufacturer failed to adequately
account for the thermal runaway phenomenon: an initial overheating of the batteries triggered a
chemical reaction that generated more heat, thus causing the batteries to explode or catch 鴐re.
Battery “manufacturing defects and lack of oversight in the cell manufacturing process” resulted
in the development of lithium mineral deposits in the batteries. Called lithium dendrites, these
deposits can cause a short circuit that reacts chemically with the battery cell, creating heat.
Lithium dendrites occurred in wrinkles that were found in some of the battery electrolyte
material, a manufacturing quality control issue.

•   Shortfall in certi紊cation processes. The NTSB found shortcomings in U.S.  Federal Aviation
Administration  (FAA) guidance and certi鴐cation processes. Some important factors were
overlooked that should have been considered during safety assessment of the batteries.

•   Lack of contractor oversight and proper change orders. A cadre of contractors and
subcontractors were  involved in the manufacture of the 787’s electrical systems and battery
components. Certain entities made changes to the speci鴐cations and instructions without proper
approval or oversight. When the FAA performed an audit, it found that Boeing’s prime contractor
wasn’t following battery component assembly and installation instructions and was mislabeling
parts. A lack of “adherence to written procedures and communications” was cited.

How many of these circumstances parallel those that can happen during the construction and
operation of a data center? It is all too common to 鴐nd deviations from as-designed systems
during the construction process, inconsistent quality control oversight, and the use of multiple
subcontractors. Insourced and outsourced resources may disregard or hurry past written
procedures, documentation, and communication protocols (search Avoiding Data Center
Construction Problems @ journal.uptimeinstitute.com).

Figure 1a. (Left) NTSB photo of the burned auxiliary power unit battery from a JAL Boeing 787 that caught fire on

January 7, 2013 at Boston¹s Logan International Airport. Photo credit: By National Transportation Safety Board

(NTSB) [Public domain], via Wikimedia Commons. Figure 1b. (Right) A side­by­side comparison of an original

Boeing Dreamliner (787) battery compared and a damaged Japan Air Lines battery. Photo credit: By National

Transportation Safety Board (NTSB) [Public domain], via Wikimedia Commons.



THE NATURE OF COMPLEX SYSTEM FAILURES
Large industrial and engineered systems are risky by their very nature. The greater the number of
components and the higher the energy and heat levels, velocity, and size and weight of these
components the greater the skill and teamwork required to plan, manage, and operate the
systems safely. Between mechanical components and human actions, there are thousands of
possible points where an error can occur and potentially trigger a chain of failures.

In his seminal article on the topic of complex system failure How Complex Systems Fail,  鴐rst
published in 1998 and still widely referenced today,  Dr. Richard I. Cook identi鴐es and discusses 18
core elements of failure in complex systems:
1. Complex systems are intrinsically hazardous systems.
2. Complex systems are heavily and successfully defended against failure.
3. Catastrophe requires multiple failures— single point failures are not enough.
4. Complex systems contain changing mixtures of failures latent within them.
5. Complex systems run in degraded mode.
6. Catastrophe is always just around the corner.
7. Post-accident attribution to a  root cause is fundamentally wrong.
8. Hindsight biases post-accident assessments of human performance.
9. Human operators have dual roles: as producers and as defenders against failure.
10. All practitioner actions are gambles.
11. Actions at the sharp end resolve all ambiguity.
12. Human practitioners are the adaptable element of complex systems.
13. Human expertise in complex systems is constantly changing.
14. Change introduces new forms of failure.
15. Views of  cause limit the e掠藃ectiveness of defenses against future events.
16. Safety is a characteristic of systems and not of their components.
17. People continuously create safety.
18. Failure-free operations require experience with failure (Cook 1998).

Let’s examine some of these principles in the context of a data center. Certainly high-voltage
electrical systems, large-scale mechanical and infrastructure components, high-pressure water
piping, power generators, and other elements create hazards [Element 1] for both humans and
mechanical systems/structures. Data center systems are defended from failure by a broad range
of measures [Element 2], both technical (e.g., redundancy, alarms, and safety features of
equipment) and human (e.g., knowledge, training, and procedures). Because of these multiple



layers of protection, a catastrophic failure would require the breakdown of multiple systems or
multiple individual points of failure [Element 3].

RUNNING NEAR CRITICAL FAILURE
Complex systems science suggests that most large-scale complex systems, even well-run ones, by
their very nature are operating in “degraded mode” [Element 5], i.e., close to the critical failure
point. This is due to the progression over time of various factors including steadily increasing load
demand, engineering forces, and economic factors.

The enormous investments in data center and other highly available infrastructure systems
perversely incents conditions of elevated risk and higher likelihood of failure. Maximizing
capacity, increasing density, and hastening production from installed infrastructure improves the
return on investment (ROI) on these major capital investments. Deferred maintenance, whether
due to lack of budget or hands-o掠藃 periods due to heightened production, further pushes
equipment towards performance limits— the breaking point.

The increasing density of data center infrastructure exempli鴐es the dynamics that continually and
inexorably push a system towards critical failure. Server density is driven by a mixture of
engineering forces (advancements in server design and e놕ciency) and economic pressures
(demand for more processing capacity without increasing facility footprint). Increased density
then necessitates corresponding increases in the number of critical heating and cooling elements.
Now the system is running at higher risk, with more components (each of which is subject to
individual fault/failure), more power 齧葓owing through the facility, more heat generated, etc.

This development trajectory demonstrates just a few of the powerful “self-organizing” forces in
any complex system. According to Dobson, et al (2009), “these forces drive the system to a
dynamic equilibrium that keeps [it] near a certain pattern of operating margins relative to the
load. Note that engineering improvements and load growth are driven by strong, underlying
economic and societal forces that are not easily modi鴐ed.”

Because of this dynamic mix of forces, the potential for a catastrophic outcome is inherent in the
very nature of complex systems [Element 6]. For large-scale mission critical and business critical
systems, the profound implication is that designers, system planners, and operators must
acknowledge the potential for failure and build in safeguards.

WHY IS IT SO EASY TO BLAME HUMAN ERROR?
Human error is often cited as the root cause of many engineering system failures, yet it does not
often cause a major disaster on its own. Based on analysis of 20 years of data center incidents,



Uptime Institute holds that human error must signify management failure to drive change and
improvement. Leadership decisions and priorities that result in a lack of adequate sta놕ng and
training, an organizational culture that becomes dominated by a 鴐re drill mentality, or budget
cutting that reduces preventive/proactive maintenance could result in cascading failures that truly
齧葓ow from the top down.

Although front-line operator error may sometimes appear to cause an incident, a single mistake
(just like a single data center component failure) is not often su놕cient to bring down a large and
robust complex system unless conditions are such that the system is already teetering on the
edge of critical failure and has multiple underlying risk factors. For example, media reports after
the 1983 Exxon Valdez oil spill zeroed in on the fact that the captain, Joseph Hazelwood, was not
at the bridge at the time of the accident and accused him of drinking heavily that night. However,
more measured assessments of the accident by the NTSB and others found that Exxon had
consistently failed to supervise the captain or provide su놕cient crew for necessary rest breaks
(see Figure 2).



Perhaps even more critical was the lack of essential navigation systems: the tanker’s radar was
not operational at time of the accident. Reports indicate that Exxon’s management had allowed
the RAYCAS radar system to stay broken for an entire year before the vessel ran aground because
it was expensive to operate. There was also inadequate disaster preparedness and an insu놕cient
quantity of oil spill containment equipment in the region, despite the experiences of previous
small oil spills. Four years before the accident, a letter written by Captain James Woodle, who at
that time was the Exxon oil group¹s Valdez port commander, warned upper management, “Due to
a reduction in manning, age of equipment, limited training and lack of personnel, serious doubt
exists that [we] would be able to contain and clean-up e掠藃ectively a medium or large size oil spill”
(Palast 1999).

As Dr. Cook points out, post-accident attribution to a root cause is fundamentally wrong [Element
7]. Complete failure requires multiple faults, thus attribution of blame to a single isolated element
is myopic and, arguably, scapegoating. Exxon blamed Captain Hazelwood for the accident, and his
share of the blame obscures the underlying mismanagement that led to the failure. Inadequate
enforcement by the U.S. Coast Guard and other regulatory agencies further contributed to the
disaster.

Similarly, the grounding of the oil rig Kulluk was the direct result of a cascade of discrete failures,
errors, and mishaps, but the disaster was 鴐rst set in motion by Royal Dutch Shell’s executive
decision to move the rig o掠藃 of the Alaskan coastline to avoid tax liability, despite high risks
(Lavelle 2014). As a result, the rig and its tow vessels undertook a challenging 1,700-nautical-mile
journey across the icy and storm-tossed waters of the Gulf of Alaska in December 2012 (Funk
2014).

There had already been a chain of engineering and inspection compromises and shortfalls
surrounding the Kulluk, including the installation of used and uncerti鴐ed tow shackles, a rushed
refurbishment of the tow vessel Discovery, and electrical system issues with the other tow vessel,
the Aivik, which had not been reported to the Coast Guard as required. (Discovery experienced an

Figure 2. Shortly after leaving the Port of Valdez, the Exxon Valdez ran aground on Bligh Reef. The picture was

taken three days after the vessel grounded, just before a storm arrived. Photo credit: Office of Response and

Restoration, National Ocean Service, National Oceanic and Atmospheric Administration [Public domain], via

Wikimedia Commons.
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exhaust system explosion and other mechanical issues in the following months. Ultimately the
tow company —a contractor —was charged with a felony for multiple violations.)

This journey would be the Kulluk’s last, and it included a series of additional mistakes and
mishaps. Gale-force winds put continual stress on the tow line and winches. The tow ship was
captained on this trip by an inexperienced replacement, who seemingly mistook tow line tensile
alarms (set to go o掠藃 when tension exceeded 300 tons) for another alarm that was known to be
falsely annunciating. At one point the Aivik, in attempting to circle back and attach a new tow line,
was swamped by a wave, sending water into the fuel pumps (a problem that had previously been
identi鴐ed but not addressed), which caused the engines to begin to fail over the next several
hours (see Figure 3). 

[https://journal.uptimeinstitute.com/wp-content/uploads/2015/10/BB-Kudritzki-Figure-4-
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Waves crash over the mobile o掠藃shore drilling unit Kulluk where it sits aground on the southeast
side of Sitkalidak Island, Alaska, Jan. 1, 2013. A Uni鴐ed Command, consisting of the Coast Guard,
federal, state, local and tribal partners and industry representatives was established in response
to the grounding. U.S. Coast Guard photo by Petty O놕cer 3rd Class Jonathan Klingenberg.

Despite harrowing conditions, Coast Guard helicopters were eventually able to rescue the 18
crew members aboard the Kulluk. Valiant last-ditch tow attempts were made by the (repaired)
Aivik and Coast Guard tugboat Alert, before the e掠藃ort had to be abandoned and the oil rig was
pushed aground by winds and currents.

Poor management decision making, lack of adherence to proper procedures and safety
requirements, taking shortcuts in the repair of critical mechanical equipment, insu놕cient
contractor oversight, lack of personnel training/experience  all of these elements of complex
system failure are readily seen as contributing factors in the Kulluk disaster.

EXAMINING DATA CENTER SYSTEM FAILURES
Two recent incidents demonstrate how the dynamics of complex systems failures can quickly play
out in the data center environment.

Example A
Tier III Concurrent Maintenance data center criteria (see Uptime Institute Tier Standard: Topology)
require multiple, diverse independent distribution paths serving all critical equipment to allow
maintenance activity without impacting critical load. The data center in this example had been
designed appropriately with fuel pumps and engine- generator controls powered from multiple
circuit panels. As built, however, a single panel powered both, whether due to implementation
oversight or cost reduction measures. At issue is not the installer, but rather the quality of
communications from the implementation team and the operations team.

In the course of operations, technicians had to shut o掠藃 utility power during the performance of
routine maintenance to an electrical switchgear. This meant the building was running on engine-
generator sets. However, when the engine-generator sets started to surge due to a clogged fuel
line. The UPS automatically switched the facility to battery power. The day tanks for the engine-
generator sets were starting to run dry. If quick-thinking operators had not discovered the fuel
pump issue in time, there would have been an outage to the entire facility: a cascade of events
leading down a rapid pathway from simple routine maintenance activity to complete system
failure.



Example B
Tier IV Fault Tolerant data center criteria require the ability to detect and isolate a fault while
maintaining capacity to handle critical load. In this example, a Tier IV enterprise data center
shared space with corporate o놕ces in the same building, with a single chilled water plant used to
cool both sides of the building. The o놕ce air handling units also brought in outside air to reduce
cooling costs.

One night, the site experienced particularly cold temperatures and the control system did not
switch from outside air to chilled water for o놕ce building cooling, which a掠藃ected data center
cooling as well. The freeze stat (a temperature sensing device that monitors a heat exchanger to
prevent its coils from freezing) failed to trip; thus the temperature continued to drop and the
cooling coil froze and burst, leaking chilled water onto the 齧葓oor of the data center. There was a
limited leak detection system in place and connected, but it had not been fully tested yet. Chilled
water continued to leak until pressure dropped and then the chilled water machines started to
spin o걈⡁ine in response. Once the chilled water machines went o걈⡁ine neither the o놕ce building
nor data center had active cooling.

At this point, despite the extreme outside cold, temperatures in the data hall rose through the
night. As a result of the elevated indoor temperature conditions, the facility experienced myriad
device-level (e.g., servers, disc drives, and fans) failures over the following several weeks. Though
a critical shut down was not the issue, damage to components and systems —and the cost of
cleanup and replacement parts and labor— were signi鴐cant. One single initiating factor —a cold
night —combined with other elements in a cascade of failures.

In both of these cases, severe disaster was averted, but relying on front-line operators to save the
situation is neither robust not reliable.

PREVENTING FAILURES IN THE DATA CENTER
Organizations that adhere to the principles of Concurrent Maintainability and/or Fault Tolerance,
as outlined in Tier Standard: Topology, take a vital 鴐rst step toward reducing the risk of a data
center failure or outage.

However, facility infrastructure is only one component of failure prevention; how a facility is run
and operated on a day-to-day basis is equally critical. As Dr. Cook noted, humans have a dual role
in complex systems as both the potential producers (causes) of failure as well as, simultaneously,
some of the best defenders against failure [Element 9].



The 鴐ngerprints of human error can be seen on the two data center examples. In Example A, the
electrical panel was not set up as originally designed, and the leak detection system, which could
have alerted operators to the problem, had not been fully activated in Example B.

Dr. Cook also points out that human operators are the most adaptable component of complex
systems [Element 12], as they “actively adapt the system to maximize production and minimize
accidents.” For example, operators may “restructure the system to reduce exposure of vulnerable
parts,” reorganize critical resources to focus on areas of high demand, provide “pathways for
retreat or recovery,” and “establish means for early detection of changed system performance in
order to allow graceful cutbacks in production or other means of increasing resiliency.” Given the
highly dynamic nature of complex system environments, this human-driven adaptability is key.

STANDARDIZATION CAN ADDRESS MANAGEMENT SHORTFALLS
In most of the notable failures in recent decades, there was a breakdown or circumvention of
established standards and certi鴐cations. It was not a lack of standards, but a lack of compliance
or sloppiness that contributed the most to the disastrous outcomes. For example, in the case of
the Boeing batteries, the causes were bad design, poor quality inspections, and lack of contractor
oversight. In the case of the Exxon Valdez, inoperable navigation systems and inadequate crew
manpower and oversight —along with insu놕cient disaster preparedness were critical factors. If
leadership, operators, and oversight agencies had adhered to their own policies and
requirements and had not cut corners for economics or expediency, these disasters might have
been avoided.

Ongoing operating and management practices and adherence to recognized standards and
requirements, therefore, must be the focus of long-term risk mitigation. In fact, Dr. Cook states
that “failure-free operations are the result of activities of people who work to keep the system
within the boundaries of tolerable performance….human practitioner adaptations to changing
conditions actually create safety from moment to moment” [Element 17]. This emphasis on
human activities as decisive in preventing failures dovetails with Uptime Institute’s advocacy of
operational excellence as set forth in the Tier Standard: Operational Sustainability. This was the
data center industry¹s 鴐rst standardization, developed by and for data centers, to address the
management shortfalls that could unwind the most advanced, complex, and intelligent of
solutions. Uptime Institute was compelled by its 鴐ndings that the vast majority of data center
incidents could be attributed to operations, despite advancements in technology, monitoring, and
automation.



The Operational Sustainability criteria pinpoint the elements that impact long-term data center
performance, encompassing site management and operating behaviors, and documentation and
mitigation of site-speci鴐c risks. The detailed criteria include personnel quali鴐cations and training
and policies and procedures that support operating teams in e掠藃ectively preventing failures and
responding appropriately when small failures occur to avoid having them cascade into large
critical failures. As Dr. Cook states, “Failure free operations require experience with failure”
[Element 18]. We have the opportunity to learn from the experience of other industries, and,
more importantly, from the data center industry¹s own experience, as collected and analyzed in
Uptime Institute’s Abnormal Incident Reports database. Uptime Institute has captured and
catalogued the lessons learned from more than 5,000 errors and incidents over the last 20 years
and used that research knowledgebase to help develop an authoritative set of benchmarks. It has
rati鴐ed these with leading industry experts and gained the consensus of global stakeholders from
each sector of the industry. Uptime Institute’s Tier Certi鴐cations and Management & Operations
(M&O) Stamp of Approval provide the most de鴐nitive guidelines for and veri鴐cation of e掠藃ective
risk mitigation and operations management.

Dr. Cook explains, “More robust system performance is likely to arise in systems where operators
can discern the  edge of the envelope. It also depends on calibrating how their actions move
system performance towards or away from the edge of the envelope. [Element 18]” Uptime
Institute¹s deep subject matter expertise, long experience, and evidence-based standards can
help data center operators identify and stay on the right side of that edge. Organizations like
CenturyLink are recognizing the value of applying a consistent set of standards to ensure
operational excellence and minimize the risk of failure in the complex systems represented by
their data center portfolio (See the sidebar CenturyLink and the M&O Stamp of Approval).

CONCLUSION
Complex systems fail in complex ways, a reality exacerbated by the business need to operate
complex systems on the very edge of failure. The highly dynamic environments of building and
operating an airplane, ship, or oil rig share many traits with running a high availability data
center. The risk tolerance for a data center is similarly very low, and data centers are susceptible
to the heroics and missteps of many disciplines. The coalescing element is management, which
makes sure that frontline operators are equipped with the hands, tools, parts, and processes they
need, and, the unbiased oversight and certi鴐cations to identify risks and drive continuous
improvement against the continuous exposure to complex failure.
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